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Abstract.  The COVID-19 pandemic has led to an unprecedented challenge to 
public health. It resulted in global efforts to understand, record, and alleviate the 
disease. This research serves the purpose of generating a relevant summary re-
lated to Coronavirus. The research uses the COVID-19 Open Research Dataset 
(CORD-19) provided by Allen Institute for AI. The dataset contains 236,336 ac-
ademic full-text articles as of July 19, 2021. This paper introduces a web-based 
system to handle user questions over the Coronavirus full-text scholarly articles. 
The system periodically runs backend services to process such large amount ar-
ticle with basic Natural Language Processing (NLP) techniques that include to-
kenization, N-Grams extraction, and part-of-speech (PoS) tagging. It automati-
cally identifies the keywords from the question and uses cosine similarity to sum-
marize the associated content and present to the user. This research will possibly 
benefit researchers, health workers as well as other individuals. Moreover, the 
same service can be used to train with the datasets of different domains (e.g., 
education) to generate a relevant summary for other user groups (e.g., students). 

Keywords: Question & Answering, Information Extraction, Parts of Speech, 
N-Grams, Coronavirus. 

1 Introduction 

In the last 18 months, the COVID-19 pandemic has led to a significant change in human 
lifestyle worldwide. The spread of the disease affects public health, transportation sys-
tems, food systems, and everyone’s life. Medical institutions and organizations have 
improved their modes to promote efficient ways to spread awareness among the mass. 
Spreading awareness and consciousness play a crucial role in decreasing the spread of 
the outbreak. The research proposes to develop an online summary generation service 
that would allow users to ask questions related to COVID-19, and in response, they will 
receive relevant summary to satisfy them.  

Researchers publish hundred thousands of articles about Coronavirus include SARS, 
MERS, SARS-CoV-2 (i.e., COVID-19), and other coronavirus-related topics. We can 
efficiently utilize the power of computers to process this enormous amount of text data 
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and extract the essential information from it. The proposed research aims to create a 
web-based service and system that can identify the keywords from the user's question 
to generate a relevant summary from those hundred thousand Coronavirus articles. 
Such system can help medical researchers, health workers, and other individuals to un-
derstand the pandemic better.  

The proposed system profoundly relies on Natural Processing Techniques to extract 
the essential information from the pure text articles in the CORD-19 dataset provided 
by Allen Institute for AI. CORD-19 is a free resource of hundreds of thousands of 
scholarly articles about Coronaviruses. The system follows a three-step methodology 
to achieve its goal: (1) extracting and filtering the useful documents from the extensive 
corpus of compressed scholarly articles; (2) extracting the sentences from the identified 
documents and Part-of-Speech (POS) tagging the important N-Grams to build the 
knowledge base; (3) using the processed information stored in the database to generate 
a relevant summary for the user based on the cosine similarity results of the keyword 
vectors extracted from both the user’s question and the scholarly articles. 

This paper is organized as follows: Section 2 starts with the definition of the two 
involved techniques, Natural Language Processing and Cosine Similarity. Section 3 
introduces the way of analyzing and finding a list of Part-of-Speech (PoS) tags for N-
Gram, where N is from 1 to 4. Section 3 explains the workflow and methods of the 3-
stage summary generation the proposed system uses. Section 5 gives readers an idea of 
the system as well as the evaluation plan the research team is going to do shortly. At 
the end Section 6 concludes this research with a summary, the limitations, and the po-
tential future works. 

2 Natural Language Processing and Cosine Similarity 

2.1 Information Extraction from Text 

Information extraction is the task of identifying key phrases and structured information 
within the text by looking for predefined sequences in the text with pattern matching 
and natural language processing techniques [1]. It is an essential function in data min-
ing, natural language processing, information retrieval, and Web mining [2]. It has an 
extensive scope of applications in fields such as Biomedical Literature Mining and De-
cision support system [3].  

One of the primary techniques that information extraction needs is Natural Language 
Processing (NLP) [4], an area of research that examines the ability of computers to 
understand a human language. In addition to understanding a language, NLP can be 
used to extract information from a large corpus of human-readable text. Applications 
of NLP are extensive [5-7], and it includes several disciplines of study, such as compu-
tational linguistics, mathematics, artificial intelligence, machine translation, speech 
recognition, information retrieval, text processing and, summarization. Various NLP 
techniques hold enormous potential to convert an unclean corpus to a meaningful text 
or bag of words [8-10].  

A few prominent NLP techniques include Named Entity Recognition (NER), To-
kenization, Parts of Speech (PoS) tagging, Stemming and Lemmatization, Natural 
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Language Generation, and Sentiment Analysis. To process a large corpus of scholarly 
articles like CORD-19 dataset, Tokenization plays a key role [11]. It is the fundamental 
step to split comprehensive texts into small tokens that include sentences and words. 
As tokens are the building blocks of any natural language, the most traditional way of 
processing the raw text occurs at the token level. Tokens are often grouped and called 
N-Grams. An N-gram is a contiguous sequence of N tokens from a given sample of text 
or speech. Tokenization is generally followed by tagging the tokens if necessary [12], 
and usually PoS tagging is adopted to achieve this. Researchers use them (i.e., Tokeni-
zation and PoS tagging) in various tasks such as information retrieval, parsing, Text to 
Speech (TTS) applications, information extraction, linguistic research for corpora [13-
14]. Consider an example sentence "Birds fly high." Table 1 lists the tokenized N-
Grams and their PoS for processing the sentence. 

Table 1. N-Grams and PoS tags of a given sentence 

N value N-Gram PoS tag 

1 Birds NNS 

1 fly NN 

1 high JJ 

2 Birds fly NNS-VBP 

2 fly high RB-JJ 

3 Birds fly high NNS-VBP-JJ 

 
2.2 Text Summarization and Cosine Similarity 

Text summarization means compressing a considerable section of the source text into 
a shrunk version that is preserving its knowledge content and overall sense. Text sum-
marization techniques can be extractive and abstractive. An extractive summarization 
technique requires choosing sentences of a high degree from the document based on 
word and sentence features and assemble them to generate a summary [15].  

Cosine similarity plays a fundamental role in the summarization of text where text-
similarity is of primary importance. Cosine similarity measures the similarity between 
two vectors of an inner product space. Mathematically, it measures the cosine of the 
angle between two vectors projected in a multi-dimensional space. The smaller the an-
gle, the higher the cosine similarity. Cosine similarity is often to be used to calculate 
the similarity among documents in text analysis, irrespective of their size [16]. It is 
beneficial because even if two similar documents are considerably distant by the Eu-
clidean distance, there is a possibility that they still may be oriented closer collectively. 

Summary generation is achieved by representing an attribute of text or the text itself 
as vectors [17]. To be able to generate these vectors, identification of the keywords is 
a crucial task. Several methods have been proposed by researchers in the recent past to 
calculate the similarity between two documents [18-20]. The proposed approach in this 
paper is different from theirs as we are generating the vectors based on the frequency 
of the keywords extracted and counted from the scholarly articles in CORD-19 dataset. 
It ensures a quick generation of the vectors and makes the summarization faster. 
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3 Analysis of Important Part-of-Speech (PoS) 

Identifying N-Grams plays a vital role in the generation of the summary. If all possible 
PoS tags for N (from 1 to 4) are considered, then there are approximately 1.7 million 
combinations of PoS tags. It will not only overload the database but also unwanted and 
less significant N-Grams will be considered later during the summary generation stage.  

To understand which N-Grams are of greater significance, the research has analyzed 
a few JSON documents. The analysis starts by obtaining the sentence from the abstract 
and the body of articles. The period or semicolon are considered to be the line separa-
tors. An average article in CORD-19 dataset contains around 80-100 sentences.  

Taking the analysis of 2-Grams as example, Figure 1 shows the Bar chart of PoS 
tags for 2-Grams in a chosen article. 

 
Fig. 1. The frequencies of the 2-Gram Parts of Speech in an article. 

This chosen article has a high chance to see Noun-Noun followed by Adjective-
Noun for 2-Gram PoS tags. Furthermore, Figure 2 shows the trends of 2-Gram PoS tags 
are similar in two chosen articles with line plot.  
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Fig. 2. The the ratio of the frequency of each tag to the frequency of all 2-Gram tags. 

4 3-Stage Summary Generation  

4.1 Automatic Extraction and Verification  

The CORD-19 dataset is publicly available in compressed file formats. Automatic ex-
traction and verification of the dataset involve two tasks. The first task is responsible 
to automatically uncompressing the compressed files uploaded to the server. The files 
extracted from CORD-19 dataset may contain JavaScript Object Notation (JSON) files, 
text files, word documents, PDFs, image files, Excel sheets, and other file formats. The 
second task is filtering the scholarly articles available in JSON format and removing all 
unnecessary files. Figure 3 shows the overview of the process.  

 
Fig. 3. The overview of Automatic Extraction and Verification of the scholarly articles. 

4.2 Processing Documents 

This stage is to extract all of the essential data from the JSON documents and store 
them in the database. After the process is complete, the original JSON document is 
deleted and marked as processed. Figure 4 shows the overview of the process. 
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Fig. 4. The overview of Processing Documents by NLP Techniques. 

The most frequent Parts of Speech (PoS) tags had been found via the analysis of few 
JSON documents. This PoS list is used for verifying the eligibility of the N-Grams. 
Next, all the sentences are extracted followed by the N-Grams, where N is from 1 to 4. 
The frequencies of N-Grams per document and per sentence are also counted and saved. 
The N-Grams act as the keyword for the article’s content and user's question, and it 
plays a significant role in the summary generation later.  

 
4.3 Summary Generation  

Document and sentence selections play a fundamental role in generating the summary 
for a user’s question. When a user asks a question, the first task for the system is to 
identify the keywords from the question. To recognize the keywords, the same valida-
tion process for identify eligible N-Grams with the most frequent PoS tag list is taken. 
The system ends up getting a N-Gram vector that consists of a list of eligible N-Grams 
extracted from the question. 

The next task is to create a target vector that consists of the frequency of the extracted 
eligible N-Grams. Since the frequency of each N-Gram has been stored in the database, 
the target vectors can be generated easily. After generating the target vector, the fre-
quency of each N-Gram per document and per sentence stored in the database is used 
to generate the correspondent document vectors and sentence vectors as Figure 5 shows 
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Fig. 5. Target, Document and Sentence vectors. 

The cosine similarity is adopted to select the article whose document vector that 
matches most to the target vector. The cosine similarity score lies between -1 and +1, 
where +1 means two vectors are identical and -1 means they are opposite. Once the 
article with the highest score is found, the sentence vectors of that article are generated 
based on the stored frequencies of the N-Grams per sentence. Again, the cosine simi-
larity is used to select the sentence vectors that match most to the target vector.  

Figure 5 shows an example where the document vector (Document-1) with cosine 
similarity 0.91 has the highest score towards the target vector, so the article is chosen. 
Then two sentences in the article, Sentences S1 and S2, that have the best match with 
the target vector are also identified. Thus, the summary could be a concatenation of 
these two chosen sentences – the simplest way. 

5 The System and The Evaluation Plan 

5.1 The System 

The users can access the system1 with their browsers (see Figure 6) to ask a question 
related to Coronavirus as well as COVID-19. When a user asks a question, the question 
along with an auto-generated universally unique identifier (UUID) will be sent to the 
system for generating a summary. The user can then see the summary and provide his 
or her feedback include the perceived relevance and satisfaction scores toward the gen-
erated summary. If the user is satisfied with the summary, he or she can provide higher 
scores on his or her perceived satisfaction and relevance. On the other hand, if the gen-
erated summary is not good enough, then he or she can give lower scores on the per-
ceived relevance and satisfaction. The feedback will be used to improve the summary 
generation method in future research. 

 
1 https://askcovidq.vipresearch.ca/ui/  
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Fig. 6. The user interface for users asking question and providing their perceived relevance and 
satisfaction toward the generated summary. 

5.2 Evaluation Plan 

This research plans to use the snowball sampling method. The research team plans to 
invite participants starting from the supervisor’s colleagues and extending the invitation 
to their networks. A link will be included in the invitation email/posting to the auto-
matic summary generation service website to participate in the research.  

When they access the system for the first time, a UUID will be generated as the study 
ID. The website will record and connect the UUID to the questions and the generated 
summaries as well as participants’ perceived relevance and satisfaction toward the gen-
erated summaries. After they ask the system questions for three times, they will be 
asked to spend less than 2 minutes to fill out the System Usability Scale (SUS) which 
has 10 5-point Likert Scale questions. If they accept to fill out the SUS and submit their 
responses, the system will also record those data under the study ID.  

Before starting the data analysis and evaluation process, all questions will be re-
viewed first to exclude those non-Coronavirus questions and the correspondent feed-
back and SUS responses to avoid malicious entries. The system’s usability score will 
be calculated based on participants’ SUS responses and see if the score is higher than 
68 – which means the usability of the system is OK or above.  

The perceived relevance and satisfaction toward the generated summaries will be 
assessed with descriptive statistics. For those summaries that have low perceived rele-
vance and satisfaction ratings, the research team will further investigate the potential 
causes and try to adjust and fix the summary generation method accordingly. The cor-
relation between summaries’ relevance and satisfaction ratings will also be tested. The 
expectation is to see a very high correlation. That means when a summary is highly 
related to the question participants ask, they would be more satisfied with the summary. 
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6 Conclusion 

The research proposed in this paper is an introductory approach for generating a sum-
mary based on the user's question. In particular, this paper discusses the methods in-
volved in extracting and processing useful information from the large corpus of schol-
arly articles (i.e., CORD-19 dataset) with NLP techniques. In addition, the paper also 
explains how to store the essential information in the database to use it in the summary 
generation. Finally, with the Cosine Similarity, the comparison results for the generated 
document and sentence vectors to the target vector could be used for generating the 
summary for the asked question.  

The research has following limitations. First, only a simple analysis on identifying 
the important PoS tags has been done. Although some reasonable results are found, it 
does not guarantee that the PoS tag list we consider eligible will be always true. The 
list can change at any time depending on the frequency of the N-grams seen by the 
computer and can be different for articles in different application domains and/or re-
search areas. Second, the time cost for the proposed system to generate a summary for 
a given question is strongly influenced by the number of articles that the system has 
processed and the number of keywords in the question. When the system reads and 
processes more articles, then the current method will need more time to identify docu-
ment(s) and its sentences for generating a summary paragraph.  

Instead of having the system a built-in and hardcoded PoS tag list, the system could 
access a service2 that learns, calculates, and updates the PoS tag list based on DBpedia 
frequently. An optimized algorithm that can significantly reduce the time to generate 
the summary will be further investigated. Furthermore, the collected feedback will be 
used to find the loopholes of the system and provide a better and more relevant sum-
mary.  
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